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Abstract

In this supplementary appendix we explain why incentives to hedge are negligible in our

setting. We elaborate on three arguments. First, Blanco et al. (2010) do not find evidence of

hedging using a design prone to hedging and a game similar to ours. Second, in our setting the

maximal deviation from truthful reporting is very small when risk aversion is extreme. Finally,

when risk aversion is very high but not extreme truthful reporting is optimal for any belief.
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Incentives to hedge

In here we elaborate on why hedging motives are negligible in our setting. We base our argument

on Blanco et al. (2010) (hereafter BEKN) ideas and on analytical reasoning specific to our setup.

BEKN pointed out that in sequential prisoners’ dilemma type games, hedging may be a concern

when both first-mover behavior and beliefs are incentivized. Using a sequential prisoners’ dilemma

(SPD) similar to the one we use in the paper, the authors seek to maximize the incentives to hedge.

BEKN ask each participant to complete the following sequence of tasks only once. First, each

participant makes a decision in the role of second-mover for the case the first-mover cooperates.

Then each participant states beliefs regarding second-mover choices of other players and finally

each participant makes the first-mover decision. There is no feedback between tasks. Using a

between-subject design, BEKN compare the decisions in this SPD across two conditions: Both belief

elicitation and action are paid (SPDHedge) and either belief or action is paid (SPDNoHedge). Their

design features this sequence aiming to distort both first-mover decisions and belief statements to

intensify hedging motives when both belief elicitation and actions are paid. Their data, however,

reveals no evidence of hedging. Moreover, in the post-experimental questionnaire, none of their

subjects even hinted at hedging (BEKN, p. 425).

Given our participants were drawn from the general US population, we decided to pay every

decision to avoid complicating exposition and maximize participation. We also presented decision

tasks sequentially and participants were not informed about what decision task will come next. The

sequence of decisions in our experiment is also different from BEKN. We first ask participants to

make their decisions in the role of first-mover (Player A), then in the role of second-mover (Player

B) and finally to report their beliefs.1 This procedure makes under-reporting the only hedging

alternative because participants in the role of first-mover did not know they would have to report

their beliefs so the first-mover decision should not respond to hedging motives. In this sense, BEKN

task is more likely to lead to hedging than the one in the paper and yet they do not find evidence

of hedging in their set up. Nevertheless, it is still worth elaborating on to what extent hedging

would be a concern in our game.

1If studied in isolation, our belief elicitation procedure is incentive compatible even if subjects are risk averse.
That is, expected utility from the belief elicitation procedure is maximized when the actual belief is reported (we
elaborate on this below).
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Analytical results

In what follows we give analytical arguments as to why hedging incentives in our setting are

negligible. Hedging means that a given subject reports a lower probability of reciprocation than

what he or she actually believes. Let us denote p the actual belief the participant one is matched

with reciprocates and π the reported number of people who reciprocate. Given that we did not

know ex-ante the total number of subjects who would answer the survey, we asked them to report

the fraction π/N in percent terms, where N is the number of participants, instead of π (other

studies, such as Costa-Gomes and Weizsacker 2008 also use percent elicitation rather than number

of participants). Conditional on N , reporting π and reporting π/N are equivalent. We therefore

state all the results in this supplementary appendix in terms of π/N for a general N and later on

discuss how hedging changes for particular values of N .

It is useful first to make explicit the relationship between beliefs, which we label p, and reported

number of people who reciprocate, π, for a given N . This relationship is given by the probability

that π out of N participants reciprocate and it depends on p as follows:

Pπ =

(
N

π

)
pπ(1− p)N−π.

Pπ is a single-peaked function that attains its maximum when π/N is in [p (N+1)
N − 1

N , p
(N+1)
N ] which

converges to p as N →∞. To see this, we look for π such that

(
N
π

)
pπ(1− p)N−π(

N
π−1
)
pπ−1(1− p)N−π+1

≥ 1 (1)

and (
N
π

)
pπ(1− p)N−π(

N
π+1

)
pπ+1(1− p)N−π−1

≥ 1. (2)

Simplifying the first inequality leads to (N−π+1)p
π(1−p) ≥ 1 or p(N + 1)/N ≥ π/N after re-arranging

terms. Similarly, the second inequality yields p(N + 1)/N − 1/N ≤ π/N . Putting these two

expressions together:
p(N + 1)

N
− 1

N
≤ π

N
≤ p(N + 1)

N
.
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This condition makes explicit what truthful reporting means. In what follows we derive a similar

condition that makes explicit what hedging means, in this context.

Having an expression for Pπ is useful because we can use it to derive an expression for the

expected utility of both the first-mover and belief elicitation tasks together.2 The expected utility

of a Player A who decides to trust as a function of how many people he reports will reciprocate

(π) is given by

EU [π; p] = P0

[
0

N
u(10) +

N − 0

N
u(0)

]
+ P1

[
1

N
u(10) +

N − 1

N
u(0)

]
+ ...

+Pπ

[
π

N
u(13) +

N − π
N

u(3)

]
+ ...+PN−1

[
N − 1

N
u(10) +

1

N
u(0)

]
+PN

[
N

N
u(10) +

0

N
u(0)

]
. (3)

where u(.) is a strictly concave utility function. For example, if Player A reports π > 1 out of

N participants will reciprocate, the term P1

[
1
N u(10) + N−1

N u(0)
]

is the probability that only one

Player B out of N participants reciprocates times the expected utility. In that case, Player A

obtains 10 units as a result of Player B’s cooperation if she happens to be matched with the only

one Player B that reciprocates—which occurs with probability P1 × 1/N . She does not receive

anything from the belief elicitation task because she stated π out of N would cooperate, but in

reality only 1 out of N does. Similarly, Pπ
[
π
N u(13) + N−π

N u(3)
]

is the the probability that exactly

π out of N Players B reciprocate times the expected utility. Note in this case Player A receives 3

additional units in case the Player B she is matched with cooperates (for a total of 13 units) and

3 units if the Player B she is matched with defects (the payoff from the belief elicitation procedure

only) because she reported correctly that π out of N people would reciprocate. And so on.

Our task is to find π that maximizes EU [π; p] and show under what conditions under-reporting

is optimal. That is, under what conditions π/N is not in [p (N+1)
N − 1

N , p
(N+1)
N ] and in particular

2Writing Pπ explicitly also shows that when studied in isolation, our belief elicitation procedure is incentive
compatible even when participants are risk averse. To see this, note the expected utility of the belief elicitation
procedure viewed in isolation is

EUBelief [π; p] = P0u(0) + P1u(0) + ...+ Pπu(3) + ...+ PNu(0)

=
N∑
k=0

Pku(0) + Pπu(3) − Pπu(0)

=

N∑
k=0

Pku(0) + Pπ [u(3) − u(0)] ,

which implies that maximizing EUBelief [π; p] is equivalent to maximizing Pπ for any well-defined utility function.
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falls below [p (N+1)
N − 1

N ]. We proceed now to write EU [π; p] in a way in which the hedging motive

becomes more apparent.

The first step is to note that the expected utility of trusting can be written as a sum involving

Pi. Precisely,

pu(x) + (1− p)u(y) =
N∑
i=0

Pi

[
i

N
u(x) +

N − i
N

u(y)

]
which follows from manipulating the right-hand side and an appropriate change of variables.

The second step is to add and subtract Pπ
[
π
N u(10) + N−π

N u(0)
]

to (3). That is, from equa-

tion (3) we take out of the summation the term Pπ
[
π
N u(13) + N−π

N u(3)
]

and we replace it with

Pπ
[
π
N u(10) + N−π

N u(0)
]
. Since this latter term does not belong in equation (3) we must subtract

it. Equation (3) can be written as follows:

EU [π; p] =

N∑
k=0

Pk

[
k

N
u(10) +

N − k
N

u(0)

]
+ Pπ

[
π

N
u(13) +

N − π
N

u(3)

]
− Pπ

[
π

N
u(10) +

N − π
N

u(0)

]
= pu(10) + (1− p)u(0) + Pπ

[
π

N
u(13) +

N − π
N

u(3)

]
− Pπ

[
π

N
u(10) +

N − π
N

u(0)

]
= pu(10) + (1− p)u(0)︸ ︷︷ ︸

Expected utility from trusting

+Pπ

[
π

N
(u(13)− u(10)) +

N − π
N

(u(3)− u(0))

]
︸ ︷︷ ︸
Expected utility fromreporting π,when p is actual belief

By writing EU [π; p] this way we are able to flesh out potential hedging motives. The first term,

the expected utility of trusting, does not depend on π. The second term therefore reflects the

fundamental trade-off. On the one hand, Pπ is maximized by truthful reporting. On the other

hand, π
N (u(13)− u(10))+ N−π

N (u(3)− u(0)) is maximized by setting π = 0 when u(.) is (increasing

and) concave. Therefore, it may be the case that when u is “very” concave (i.e., u(3) − u(0) >>

u(13)− u(10)) participants under-report.3

In order to make the argument that hedging motives are negligible, it is instructive to consider

the case in which risk aversion is extreme. That is, where u(3)− u(0) > 0 and u(13)− u(10) = 0.

In this extreme case, truthful revelation of beliefs is maximally distorted by the incentive to hedge.

3If participants are risk neutral (e.g., u(x) = x) then EU [π : p] = pu(10) + (1 − p)u(0) + Pπ × 3 so there are no
incentives to hedge.
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Analytically, EU [π; p] now can be written as follows

EU [π; p] = pu(10) + (1− p)u(0) + Pπ

[
N − π
N

(u(3)− u(0))

]
.

Since π only enters the second term in this expression and u(3) − u(0) is a constant, we focus

on maximizing Pπ
[
N−π
N

]
over π.

Note that

Pπ

[
N − π
N

]
=

(
N

π

)
pπ(1− p)N−π

[
N − π
N

]
=

N !

(N − π)!π!
pπ(1− p)N−πN − π

N

=
(N − 1)!

(N − π − 1)!π!
pπ(1− p)N−π

=
(N − 1)!

(N − π − 1)!((N − 1)− (N − π − 1))!
p((N−1)−(N−π−1))(1− p)N−π−1(1− p)

denoting ρ = (1− p) it follows that

Pπ

[
N − π
N

]
= ρ

(N − 1)!

(N − π − 1)!((N − 1)− (N − π − 1))!
(1− ρ)((N−1)−(N−π−1))ρN−π−1

= ρ

(
N − 1

N − π − 1

)
ρN−π−1(1− ρ)((N−1)−(N−π−1)).

This is a single peaked function of N − π − 1 and its maximum point satisfies (following the same

argument in (1) and (2) after re-arraging terms)

ρ− 1

(N − 1) + 1
≤ N − π − 1

(N − 1) + 1
≤ ρ.

After further manipulating this expression, the opportunity to hedge leads a rational participant

to state π/N such that

p− 1

N
≤ π

N
≤ p.

Note that when N is very large, hedging motives are negligible even for extreme risk aversion in

our setting. Table 1 compares the truthful reporting interval with the hedging interval when risk

aversion is extreme.
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Maximal hedging Truthful reporting

π
N ∈ [p− 1

N , p] [p (N+1)
N − 1

N , p
(N+1)
N ]

Table 1: Hedging

Scope of hedging

Given that participants were not informed about the number of other participants in their treat-

ment, our first approach to determine the scope of hedging is to show how the intervals in Table 1

differ for different values of N . Let us start by assuming that a given participant thinks there are

1000 other participants in his treatment and his actual belief is p = 0.5. If he is to report truthfully

he would state any number within [0.4995, 0.5005]—this comes from plugging in the numbers in

the right column of Table 1. Note, however, that it makes little sense to report π = 500.2 other

participants will reciprocate, as the smallest unit is 1 person. Reporting truthfully therefore means

reporting π = 500 out of 1000 people. If he hedges, he would report any number in [0.499, 0.5] (left

column of Table 1). Given that the smallest difference between sensible reporting is one person, he

will report either π/N = 499/N or π/N = 500/N . That is, at most he will report only 1 person

less than what he actually believes.

Likewise, if a participant who thinks that there are 100 other subjects in his treatment who

also hold a belief p = 0.5 is to report truthfully, he would state any number within [0.495, 0.505].

As before, it makes little sense to report something like “50.1 out of 100 other participants will

cooperate” because the smallest unit of analysis is one participant. Hence, he should state π = 50,

so π/N = p = 0.5. If he is extremely risk averse, he would report any number in the interval

[0.49, 0.5] instead. That is, the maximal under-reporting would again be 1 person short of his

actual belief.

In a treatment in which the participant thinks N is smaller, as in the treatment with the fewest

subjects where N = 44, the no-hedging interval is [0.4886, 0.5114] while the maximal-hedging

interval is [0.4773, 0.5]. As before, the only report a truthful agent would make is π = 22 out of

44, or π/N = p = 0.5 because under-reporting, say π = 21, would lead to π/N = 21/44 = 0.4773

which is out of the interval. An extreme risk averse participant may report either π = 21 or π = 22.

Again, he has an incentive to under-report only by 1 participant. Importantly, in all these cases
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incentives to hedge do not rule out truthful reporting as truthful reporting is also included in the

interval.

To have a visual representation as to how big the difference between the intervals in Table 1 is,

we draw them one on top of the other. The following figures show (at scale) the maximal-hedging

(in each case, the one on top) and the truthful-reporting intervals for each N of the main treatments

and for p = 0.5 and p = 0.75. In a nutshell, even for these relatively small numbers the intervals

do not differ too much.

Each figure shows the maximal hedging interval (top) and the no-hedging interval

p = 0.5

Main Treatment D-NR (N=100)

0.49 0.5

0.495 0.505

Main Treatment D-D (N=100)

0.49 0.5

0.495 0.505

Main Treatment D-R (N=47)

0.4787 0.5

0.4894 0.5106

Main Treatment R-NR (N=95)

0.4895 0.5

0.4947 0.5053

Main Treatment R-R (N=99)

0.4899 0.5

0.4949 0.5051

Main Treatment R-R (N=44)

0.4773 0.5

0.4886 0.5114

Each figure shows the maximal hedging interval (top) and the no-hedging interval
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p = 0.75

Main Treatment D-NR (N=100)

0.74 0.75

0.7475 0.7575

Main Treatment D-D (N=100)

0.74 0.75

0.7475 0.7575

Main Treatment D-R (N=47)

0.7287 0.75

0.7447 0.766

Main Treatment R-NR (N=95)

0.7395 0.75

0.7474 0.7579

Main Treatment R-R (N=99)

0.7399 0.75

0.7475 0.7576

Main Treatment R-R (N=44)

0.7273 0.75

0.7443 0.767

A second approach is to show whether hedging motives would make a participant to under-

report when risk aversion is high, but not extreme—similarly to BEKN. To fix ideas let us assume

as in BEKN u(x) = x1−r and let us focus on a CRRA coefficient r = 0.9 as it entails the highest

incentives to under-report in BEKN (see Table 3, 4 and 5 in their appendix). As BEKN (p. 425)

points out, r = 0.9 is a large coefficient compared to the range commonly observed in experiments

eliciting risk preferences (r usually ranges between 0.3 and 0.5, see e.g., Holt and Laury, 2002). We

show that hedging should not be an issue using such a large coefficient, so it should also not be an

issue with smaller coefficients.

As it turns out, truthful reporting is optimal for any belief p when N = 100. Figure 1 shows

the expected utility (the value of the second term in (4)) as a function of π for different values

of p ∈ {0.01, 0.05, 0.1, ..., 1}. At 5% intervals it is optimal to report truthfully. Truthful reporting
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Figure 1: CRRA utility u(x) = x1−r and r = 0.9. N = 100.

remains optimal at 1 person (1%) intervals for each p ∈ {0.01, 0.02, ..., 0.99, 1} (not shown).

At a more disaggregated level, N = 1000, Table 2 panel a. shows the utility (the value of

the second term in (4)) when beliefs are around 500 out of 1000 participants cooperating, so

p ∈ {0.49, 0.491, 0.492, ..., 0.510}. For each p (column) in Table 2 panel a. truthful reporting is also

optimal. The same result holds when we compute beliefs around p = 0.75. Table 2 panel b. shows

this.

It is important to notice that since our scoring rule pays only when the participant guesses

right within a 10% interval, under-reporting may be an issue if N = 10. This is because even

under-reporting by 1 person would make hedging a problem. This is a valid logic as the intervals in

Table 1 differ more as N goes down. The answer, however, is in the negative: There is no hedging

even for N = 10 when r = 0.9 (see Figure 3).

All in all, we could make three arguments against hedging. First, BEKN shows that hedging

is unlikely to occur in a game very similar to the one in the paper. Second, even for extreme

risk aversion hedging may only occur when a given participant has a very precise belief about the

percent in the population that will reciprocate trust. If participants do hold beliefs that precise,

however, then maximum under-reporting is only by 1 person. Finally, when the risk aversion is

high but not extreme, under-reporting is not optimal when N = 10, N = 100 and N = 1000.

This differs a little bit from the prescriptions in the appendix in BEKN where some hedging is

possible (although the experimental results ended up showing no hedging). The reason behind

this difference is the elicitation beliefs. We paid only for truthful revelation (in intervals of 10%)

whereas BEKN paid based on a quadratic-scoring rule that also paid for inaccurate predictions.
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Panel a.

Panel b.

Figure 2: CRRA utility u(x) = x1−r and r = 0.9. N = 1000.

Figure 3: CRRA utility u(x) = x1−r and r = 0.9. N = 10.
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